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Introduction 
On October 31, 1938, newspapers around the U.S. all reported a “panic” caused by a fake radio 
broadcast that occurred the day before.  It was performed in the style of a “news flash,” an 
unprecedented style for the time.  The broadcast depicted aliens landing in New Jersey, 
destroying a small town and ravaging its population.  Of course, nothing of the sort actually 
occurred.  The broadcast was the legendary and well-orchestrated hoax directed by a young 
Orson Welles.  He hired a team of professional actors to perform a dramatized version of H.G. 
Welles science fiction work “War Of The Worlds” [1]. 
 
It’s useful to draw parallels between those events and the era of disinformation and fake news 
we live in today [2].  One huge difference is that, now, you don’t need to hire a team of 
professional actors or rent an expensive sound stage or special effects studio.  One can craft 
high quality realistic fake content with openly available tools for the purposes of creating fake 
news and spreading disinformation.  These tools are constantly evolving, employing techniques 
such as face swapping, puppet master, lip-sync, and voice cloning [3]. 
 
The sophistication and availability of these tools have many officials concerned.  A parade of 
politicians and tech leaders have recently gathered on capital one to warn all of us of the 
dangers [4].  The concern is that one well-timed and convincing “fake” could launch a sequence 
of events leading to a catastrophic event - such as the rapid destabilization of a brittle financial 
market or could even ignite a powder keg military or civic conflict somewhere in the world. 
 
Such an outcome may or may not happen.  But, right now, it’s useful to take a step back and 
ask ourselves- who is fooled by these fakes? 

Fake Speech Study 
We did a small user study.  We asked participants to differentiate between shorts clips of real 
speech vs fake ones.  We used content from the AVSSpoof Challenge for 2019 [5], a bi-yearly 
competition that aims to fairly evaluate anti-spoofing countermeasures for speech and voice 
recognition systems.  We found that our participants performed fairly well, the median accuracy 
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was 88%.  Compare this to the median accuracy ( equal error rate ) of 92% for the state of the 
art algorithms evaluated for that challenge.  We will publish the final study results and analysis 
at the site ​https://blackhat.deepfakequiz.com​ after the BlackHat 2019 conference. 
 
So, it appears that both humans and machines hover around 90% accuracy or more.  This 
seems pretty good.  But if you consider the millions of items of media and content uploaded to 
Facebook and Youtube and other services every day, even a low error rate equates to many 
items getting past human reviewers and automated systems (false negatives) on a daily basis. 
And possibly worse, many items will be flagged as fake while actually being genuine (false 
positive.) 
 
In the remainder of this white paper, we will dive deeper into some of these topics.  In 
“Machines”, we will discuss how fakes are generated and discuss some advanced techniques to 
detect them.  In “Biology”, we will explore the neuro-science around fakes.  There, we propose a 
novel detection technique that is neither machine or human. 

Machines 
The act of forging video and audio of real people to supply a biased narrative is not a new 
initiative of malicious parties [15][16] and has been practiced for decades [17]. In the past, 
creating this type of fake content required the use of expensive, specialized equipment, and 
domain expertise. However, in recent years advances in machine learning have both 
substantially increased the quality of AI-synthesized fakes and decreased the amount of 
expertise needed to produce them at scale [18]. As these AI systems become easier to use and 
more refined, there is a pressing need to develop detection methods. 

Spoof Detection via Bispectral Analysis 
Detecting audio-based fakes is no easy task. An accurate analytical procedure is needed for 
automatic detection of audio-based fakes. Through the use of bispectral analysis we can find 
higher order correlations in audio waveforms and use them as fundamental features to 
differentiate between synthesized and real speech. 
 
Starting with a raw audio signal, we can calculate the triple autocorrelation (third order 
cumulant) [27] to get the bispectrum of a signal. After normalizing the bispectrum we receive the 
bicoherence which includes higher order correlations related to phase coupling which lower 
order correlations like the power spectrum cannot take into account. Simple decomposable 
signals without the presence of noise would produce glaring artifacts in the bicoherence which 
would clearly fingerprint a signal. Since we are working with human and AI synthesized speech 
we assume that our input data coincides with varying levels of noise. We employ averaging of 
he bicoherence across multiple segments of the waveforms explicitly in chunks of 32 with 
overlap of 16 to represent steady estimates of the signal as a whole [13]. The final averaged 
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bicoherence artifact of a signal is a complex valued matrix which we can compute high level 
statistical attributes from. Explicitly we use as statistical based features (mean magnitude and 
mean phase) to use in a classification model to differentiate between real and AI synthesized 
speech. The specific model we chose to use was an SVM. 

Classification 
For the scope of this paper we place an SVM in a logistic regression based framework with the 
goal to differentiate between human and AI synthesized speech. Our dataset included 
collectively over 1800 samples from the LJ speech dataset including two different AI speech 
synthesizers (DC-TTS [29], Tacotron2 [22]) uttering the same phrases as human speakers. We 
employed a grid search hyperparameter optimization scheme (C=[1,10], gamma=[0.1,1]) to 
produce a robust model with high accuracy. 
 
Using only two features from the bicoherence (mean magnitude and mean phase) we achieve 
95% accuracy and 0.94 f1 score. This evidence shows AI speech synthesis systems are 
susceptible to detection via the features produced by latent bicoherence artifacts differing in 
human speech. 
 
This technique is not immune to potential countermeasures that can incorporate similarities in 
bicoherence artifacts produced by humans. We do show however that through forensic analysis 
we can detect AI synthesized speech with high accuracy. 
 
To reproduce the results we found in using machines to detect AI synthesized speech, the 
reader can run the analysis code at 
https://github.com/cmrfrd/detecting-deep-fakes-blackhat2019/  

Biology 

Speech Perception and Spoof Detection 
 
Current methods for detecting spoofed or faked speech are agnostic to the biological bases of 
production and perception of speech, instead relying on a general search for features and algo- 
rithmic architectures that render the greatest empirical spoof detection (19, 20). In the case of 
the most naive, data-only search, detection solutions are guaranteed to be particular to the 
design of the spoof generating algorithms that the training dataset comprises. For example - 
techniques that exploit the unnatural patterns of phase or high-frequency distortions in spoofed 
speech are likely successful only because most generation algorithms are conditioned only on 
(real valued) mel-frequency cepstrum coefficients (MFCCs) [13, 21, 22, 23]. 
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While there is no ​a priori​ reason to believe that detecting spoofs will always be possible (ie. 
there is no reason to believe perfect fakes are impossible), more general spoof-detection 
algorithms could make better use of the a) acoustic constraints on real speech imposed by the 
human articulatory system, and b) perceptual heuristics used by the auditory system that make 
spoofed speech successful in the first place. 
 

Coarticulation as a potential detection target 
 
Speech is not just extraordinarily variable, but rather there is a fundamental ​lack of invariance​ in 
the relationship between acoustic cues and perceived phoneme[24]. Sources of variation 
include speaker anatomy, prosodic content, rate of speech, accent, environmental noise, among 
many others. One crucial source of lack of invariance in the acoustic signal of speech is 
coarticulation[25]. Because the articulators cannot move instantaneously, at normal rates of 
speech there is always some residual influence of the prior phoneme, as well as anticipatory 
movement to the following phoneme, on the articulatory/acoustical structure of a given 
phoneme. 
 
We perceive coarticulated phonemes with different contexts as nearly-identical despite the lack 
of similarity in their acoustic structure. As a result, spoofed speech that is produced phoneme- 
by-phoneme can produce realistic sounding speech despite not respecting the coarticulatory 
constraints of real speech production. Because these faked ‘out of order’ phonemes could ap- 
pear spectrally identical to real phonemes, they would not be detected by a spoof-detection 
algorithm that does not explicitly account for the physical nature of the articulatory system. 
Because the number of even 3-phoneme transitions are much higher than the number of 
individual phonemes, they are accordingly much more difficult to model -- and thus easier to 
detect, particularly in the limited data, transfer learning based spoof scenario. 
 

Mice as a model for studying Phonetic Perception 
For further detail on our work training mice to discriminate between phonetic categories, see our 
paper and repository (which also contains a freely accessible version of our paper as well as all 
data and analysis code): 
 

● Paper:​ ​Saunders and Wehr [2019]​ [26] 
● Repository:​ ​https://github.com/wehr-lab/SaundersWehr-JASA2019 

 
Briefly, we believe that mice are a promising model to study complex sound processing. In this 
instance, because of our observation that mice appear to be able to learn complex acoustic 
distinctions that are reflective of their training sets, we believe that studying the computational 
mechanisms by which the mammalian auditory system detects fake audio could inform next- 
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generation, generalizable algorithms for spoof detection. Such experiments are impossible in 
humans because of a) a lifetime of exposure to natural speech and the according phonetic pro- 
cessing heuristics, and b) a lack of experimental instrumentation with the millisecond and mi- 
crometer spatiotemporal resolution. 
 
Our mechanistic understanding of how the human auditory system is capable of normalizing to 
novel speakers, rates, contexts, etc. is limited, but should be the primary point of biological 
emulation for artificial neural networks designed to detect spoofed speech. By learning how the 
auditory system rapidly adapts to acoustic properties of a particular speaker, we may be able to 
design spoof-detection algorithms that are much more finely tuned to acoustic violations of a 
particular speaker’s voice. 
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